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Does Socializing Between Humans and Robots have a Different Outcome in 

the Prisoner's Dilemma? 

 

Introduction 

In this research proposal, the cooperation between humans and robots in a prisoner’s dilemma 

game will be discussed. We will be elaborating on previous research that will be mentioned in 

this proposal by researching the effect of human-robot interaction prior to the prisoner’s dilemma 

on human-robot cooperation. Through different studies we have come to the following research 

question: Does socializing between humans and robots have a different outcome in the prisoner's 

dilemma? 

 

The prisoner’s dilemma 

In a study of Sandoval and colleagues (2015), they used a (repeated) prisoner’s dilemma in order 

to see whether people would reciprocate with a robot as well as with a human agent. The 

prisoner’s dilemma is an economic game of cooperating and defecting. It depends on whether the 

one ‘prisoner’ can predict whether the other would cooperate (i.e. remain silent) or defect (i.e. 

talk) for cooperation to be the best strategy (Sandoval et al., 2015). The agents used one of two 

strategies, either a Tit for Tat strategy or a random strategy. In a Tit for Tat strategy, the agent 

chooses a strategy relative to the strategy the participant chose in the game before.  

The results of this study showed that the participants collaborated more with human 

agents than with robot agents. They were however equally reciprocal with both agents. This 

means that if the robot agent cooperated, the participant would (in the next game) be more likely 

to cooperate as well. 

 

FRN 

In a study performed by Cervantes Constantino et al. (2020) the neural processes for cooperation 

between individuals was measured during the iterated prisoner's dilemma. The feedback stage of 

the prisoner’s dilemma was measured with electroencephalography (EEG). The results showed 

that when the individuals received unreciprocated cooperation, the decision thereafter relates to 



changes to the feedback related negativity (FRN). The FRN occurs when external feedback is 

received, indicating that performance is worse than expected (Crowley, 2013). The FRN is a 

deflection elicited 200 to 350 ms after feedback. 

 

Study design 

In this study, 80 participants will be divided into 4 groups of 20 participants each. Each 

participant will be in only one of the four groups. These four groups differ on the time spent 

interacting with the robot. The first group interacts with the robot for a total of 10 hours prior to 

the study, the second group interacts for 5 hours, the third group interacts with the robot for 30 

minutes right before the study, and the last group does not interact with the robot at all. This ten-

hour socialisation time was inspired by similar research done by Tanaka et al. (2007). We added 

the five-hour and thirty-minute socialisation times to see if there would be a significant 

difference in cooperation between the three.  

In each group, there will be 10 repetitions of the prisoner’s dilemma task. The 

participants will not know how many rounds they will play against the robot. This means that 

their decisions will be conditioned by the possibility of interacting with the agent in an 

undetermined number of rounds (Sandoval et al., 2015): people tend to be more reciprocal and 

collaborative due to the reputation of the opponent in the previous round when they do not know 

the number of rounds.  

The participants in this study will hear a script beforehand. This script will briefly explain 

the basics of the prisoner’s dilemma game, and it will introduce the robot that the participant will 

be playing the game with. In this script, the participant will be told that if they lose they cannot 

keep the money they earned, and the robot will receive an upgrade (Abubshait et al., 2020). The 

participant can keep the money they earned if they win from the robot. In this case, the 

participant will be told that the robot’s memory will be deleted. The matrix for this is represented 

in Figure 1. This memory deletion ‘punishment’ is used because research by Seo et al. (2015) has 

shown that such a prompt is useful in eliciting people’s real concerns and empathy towards a 

robot.  

 



 

Figure 1. The cooperate/defect matrix. 

 

Conclusion 

In the article of Abubshait  et al. (2020), they found that in the Iowa gambling task that Reward 

Positivity (RewP) amplitudes were enhanced for participants who interacted with the robot in 

comparison to subjects who did not. Based on this we would expect the FRN to show more 

deflection for the situation in which the human agents have socialized more with robots. The 

study of Cervantes Constantino et al. (2020) showed that the decision for the next round was 

based on the FRN. This would mean that when the FRN shows a greater deflection the chance of 

defecting for the human increases.  

Because the ERP’s will show greater responses when there is more interaction between 

humans and robots, we would expect that they would respond more like they did in the  human-

human prisoner’s dilemma and will increase cooperation. 

We would expect that in the case that the robot does not cooperate for the 10-h condition 

the FRN will show the greatest deflection. Because the group with no socializing has not 

interacted with the robot before we would expect the feedback related negativity to have a lower 

deflection for this group when there is unreciprocated cooperation. 

We also expect that human agents will become more cooperative when they have 

interacted for more hours. The group that interacts with the robot with a total of 10 hours, will 

have the most cooperation with the robot during the prisoner’s dilemma. The group with no 

interaction will show the least cooperation.  

 This outcome would show that socializing between humans and robots would lead to 

more cooperation between humans and robots for the prisoner’s dilemma. This means that  

interaction time is connected with the cooperation between humans and robots. Although we 

believe that after 10 h of socializing the cooperation will  not increase further between humans 

and robots, because of the 10-h barrier*. Only after 5 months of interaction between humans and 

robots the cooperation could go up again (Tanaka et al. 2007). 



 

*The 10-h barrier was one of the concepts that emerged from the discussions at the National Science 

Foundation’s Animated Interfaces and Virtual Humans Workshop in Del Mar, California in April 2004. 
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